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Motivation and Objectives
● Most SLAM systems are designed under the static-world 

assumption and perform worse in dynamic environments. 
● Existing Dynamic SLAM methods focus on addressing 

labeled dynamic objects.
● Develop a modular, real-time pipeline that incorporate 

segmentation and motion analysis to mask dynamic regions 
to enhance ORB-SLAM3 [1] in dynamic scenes.

Novelty
● Combine FastSAM [2] and YOLO11n-seg [3] to segment both 

labeled and unlabeled potential dynamic regions.
● Incorporate optical flow estimation for precise identification of 

truly dynamic areas in the scene.

● Apply in Real-World Scenario: Test our method in the 
real-world environments and validate its robustness and 
performance in real-time.

● Mapping and Semantic: Render the map and integrate 
semantic segmentation for better scene understanding.
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● ORB-SLAM3 [1] shows inaccurate tracking in dynamic scenes.
● DynaSLAM [4] often failed tracking and cannot run in real-time.
● FastSAM/YOLO11 + Optical Flow (Our) perform well in simple 

motion but struggles with complex dynamics.
● YOLO11 + FastSAM + Optical Flow (Our) achieves the lowest 

or second-lowest ATE performance in most sequences, with 
robust, reliable tracking under occlusion and motion.

● ORB Extraction: Obtain the correspondences of ORB feature 
points between the current frame and the previous frame. 

● Remove Dynamic Feature Points: Use the dynamic region 
mask to filter out the feature points on moving objects.

● Localization: Estimate the camera pose by tracking the 
remaining static feature points.
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Dynamic Region Detection1
● Segmentation: YOLO11n-seg [3] segments labeled dynamic 

classes while FastSAM [2] provides label-free segmentation.
● Optical Flow: Pixel-wise dense optical is computed between 

consecutive frames using the Farneback method.
● Dynamic Regions Classification: Segmented regions with 

higher flow magnitude than the background are classified as 
dynamic using adaptive thresholds:                                           

● Masks Generation: Dilated masks and passed to ORB-SLAM3.

Results
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Our Approach Achieves High Performance with 
Real-Time Capability!!!
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